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Energy Detection Algorithm for Spectrum Sensing
Using Three Consecutive Sensing Events
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Abstract—An energy detection (ED) algorithm, which takes
into consideration three consecutive sensing events, is introduced
in this letter. This algorithm, named three-event ED (3EED),
takes the decision in one sensing event, considering also the event
immediately before and the one immediately after it. We design
the proposed algorithm to exploit the knowledge of the primary
user (PU) activity duty cycle value for tracking the changes of
the PU state and we prove that 3EED becomes independent of
the PU model parameters for a low duty cycle. In this letter,
we demonstrate that 3EED has better detection performance
compared to the conventional ED (CED) algorithm, providing
a correct detection probability (CDP) gain of more than 7% for
a false-alarm probability (FAP) of 0.1. Also, we compare 3EED
with other algorithms in terms of detection performance and
complexity.

Index Terms—Energy detection, spectrum sensing, cognitive
radio, PU activity duty cycle.

I. INTRODUCTION

DURING the last decades, the cognitive radio (CR)
schemes were rapidly emerging as spectrum efficient so-

lutions for wireless communications. Measurement campaigns
revealed that a large amount of spectrum is inefficiently used
by the licensed or primary users (PUs) [1]. Therefore, the non-
licensed or secondary users (SUs) must employ a spectrum
sensing technique to detect the spectral holes of PU. In most
applications, the classical energy detection (CED) is used [2].
An improved ED (IED) algorithm was proposed in [3], which
outperforms CED by taking the decision based on an energy
value averaged over more sensing events.

In the previously mentioned algorithms, the energy de-
tection is performed assuming no prior knowledge of the
PU activity model. Recently, many works pointed out that
PU’s activity follows a hidden Markov model (HMM) and
its application to CR systems has a great impact on their
performances [4]–[8]. We propose here a new algorithm,
named three-event ED (3EED) that is designed to exploit the
knowledge of the average duty cycle value for the PU activity
model. In fact, 3EED uses three consecutive sensing events,
i.e., it takes the decision in one sensing event, considering also
the event immediately before and the one immediately after
it. As it will be demonstrated later, when the PU’s average
duty cycle value is low, the threshold expression for 3EED
becomes independent of the parameters of the PU activity
model. For low duty cycle values, the analysis shows that
3EED outperforms CED and performs similar to IED.
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The paper is structured as follows. In Section II, we intro-
duce the 3EED algorithm. In Section III, we estimate analyt-
ically the average false-alarm probability (FAP) and correct
detection probability (CDP) of the new algorithm. Section IV
includes the analyses of the receiver operating characteristics
(ROCs), the offset between target and experienced FAP, and
the computational complexity, for 3EED and other algorithms.
Finally, the conclusions are drawn in Section V.

II. PRESENTATION OF THE NEW 3EED ALGORITHM

Several works considered a two-state HMM for the PU
activity, which includes the “idle” state (PU does not transmit)
and the “busy” state (PU transmits) [4], [6], [8]. In reality, in
any licensed system, the PU transmits in bursts. Let us assume
that the sensing time slot (i.e., the number of PU signal sam-
ples used to compute the energy) is small enough to have an
average number of B sensing events (or slots) per each “busy”
period. Also, we will assume that the “idle” period includes
T−B slots. Here, T denotes the total time of the transmission
cycle. Considering all the above, the ED algorithm can operate
only on three consecutive sensing events, because for this
PU activity model, the current event is more related to the
preceding event and to the next event, than to the rest of events.
Next, we will introduce the 3EED algorithm that estimates the
energy values for three consecutive sensing slots and it takes
the decision for the middle one. Let us denote by Ei the value
of the energy estimated in the current sensing slot i and by λ
the detection threshold. Hence, the correct PU signal detection
in the sensing slot i assumes to set the decision variable qi = 1
if Ei > λ, for the “busy” state (H1 hypothesis, i.e., the signal
received by SU includes the channel noise and the PU signal)
and qi = 0 if Ei ≤ λ, for the “idle” state (H0 hypothesis, i.e.,
the signal received by SU includes only the channel noise).
First, 3EED estimates the energy in three consecutive slots,
Ei−1, Ei, Ei+1. In order to decide for the current event, the
Ei value is checked first. The PU is detected as present or the
channel as “busy” if Ei exceeds λ. However, if the value of Ei

is lower than the threshold, an additional check is performed
for the energy in the preceding sensing slot, Ei−1. Again,
if the energy value Ei−1 is larger than the threshold, the
PU is detected as present. Only when the detections in the
sensing slots i and i − 1 could not find the PU as present, a
final check is performed for the next slot i + 1. Finally, the
PU is detected as present if Ei+1 exceeds the threshold. In
conclusion, the 3EED algorithm checks the energy value in
three consecutive sensing slots and detects the PU signal as
present in the current slot i (qi = 1) if the energy exceeds
the threshold in any of these three intervals, i.e., i, i− 1, and
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i + 1, respectively. Otherwise, if the PU signal could not be
found in any of these three intervals, the PU is considered
as absent (qi = 0). One can notice that the 3EED algorithm
introduces a processing delay of maximum one sensing slot.
For a better detection of the changes of the PU’s state, the
sensing slot can be shrunk. Hence, the delay introduced by
3EED becomes negligible, but the computational effort will
also increase. For 3EED and other algorithms, the complexity
is analysed in subsection IV-C.

III. THEORETICAL PERFORMANCES OF 3EED

Let us consider the PU activity model from Section II, where
B and T are known. Then, the FAP of the PU signal detection
using 3EED can be calculated by:

P 3EED
fa = P (Ei > λ|H0) + P (Ei ≤ λ|H0) ·

[p00x · P (Ei−1 > λ|H0) + p10x · P (Ei−1 > λ|H1)]+
P (Ei ≤ λ|H0) ·
[p00x · P (Ei−1 ≤ λ|H0) + p10x · P (Ei−1 ≤ λ|H1)] ·
[px00 · P (Ei+1 > λ|H0) + px01 · P (Ei+1 > λ|H1)]

(1)

where H0 and H1 were defined in Section II. For B ≥ 3
and T −B ≥ 2, the following expressions can be derived for
the probabilities of the three consecutive events with a signal
absence in the middle, denoted as pqi−1,0,qi+1 in (1):

p00x = p000 + p001 = T−B−2
T−B + 1

T−B = T−B−1
T−B ;

p10x = p100 = 1
T−B ; px01 = p001 = 1

T−B ;

px00 = p100 + p000 = 1
T−B + T−B−2

T−B = T−B−1
T−B .

(2)

where the subscript x denotes that any value may be detected,
i.e., qi = x ∈ {0, 1}. The sequence probability values in (2)
are obtained assuming that the average number of T−B “idle”
slots is known. Hence, the total number of sequences with
three consecutive events having a signal absence in the middle
is T−B. Among these, there are only two sequences including
a “busy” slot, i.e., {qi−1 = 1, qi = 0, qi+1 = 0} and {qi−1 =
0, qi = 0, qi+1 = 1}, which happen at the beginning and,
respectively, at the end of the “idle” period. All the other T −
B − 2 sequences include three consecutive “idle” slots.

Considering that each energy detection event is an indepen-
dent CED problem and using (2), (1) can be rewritten as:

P 3EED
fa = PCED

fa +
(
1− PCED

fa

)
·(

T−B−1
T−B · PCED

fa + 1
T−B · PCED

d

)
·[

1 + T−B−1
T−B

(
1− PCED

fa

)
+ 1

T−B ·
(
1− PCED

d

)] (3)

In a similar way, the CDP for 3EED can be estimated by:

P 3EED
d = P (Ei > λ|H1) + P (Ei ≤ λ|H1) ·

[p01x · P (Ei−1 > λ|H0) + p11x · P (Ei−1 > λ|H1)]+
P (Ei ≤ λ|H1) ·
[p01x · P (Ei−1 ≤ λ|H0) + p11x · P (Ei−1 ≤ λ|H1)] ·
[px10 · P (Ei+1 > λ|H0) + px11 · P (Ei+1 > λ|H1)]

(4)

For B ≥ 3, as in (2), the probabilities of three events with a
signal presence event in the middle are given by:

p01x = p011 = 1
B ; px10 = p110 = 1

B ;
p11x = p111 + p110 = B−2

B + 1
B = B−1

B ;
px11 = p011 + p111 = 1

B + B−2
B = B−1

B .
(5)

Similarly, considering the expressions in (5), the CDP in (4)
can be rewritten as a function of FAP and CDP of CED:

P 3EED
d = PCED

d +
(
1− PCED

d

)
·(

1
B · PCED

fa + B−1
B · PCED

d

)
·[

1 + 1
B

(
1− PCED

fa

)
+ B−1

B ·
(
1− PCED

d

)] (6)

The CDP of 3EED from (6) depends only on B, while its FAP
from (3) depends both on B and T . For T −B → ∞ (PU is
not active; this is the best scenario for CR), the FAP of the
3EED algorithm from (3) can be rewritten as:

P 3EED
fa,T−B→∞ = 3PCED

fa − 3
(
PCED
fa

)2

+
(
PCED
fa

)3
(7)

In this ideal case, the FAP of 3EED depends only on the FAP
of CED. This allows us to determine an exact expression for
the threshold λ, considering this ideal value of P 3EED

fa as the
target FAP. The only real solution (the equation’s discriminant
is negative: ∆ = −27(1−PCED

fa )2 < 0) for the cubic equation
in (7), having PCED

fa as variable, is given by:

PCED
fa = 1 + 3

√
P 3EED
fa,target − 1 (8)

Using the well-known expression of the PCED
fa [3], we can

derive the value of the threshold λ from (8) as following:

λ =
[
Q−1

(
1 + 3

√
P 3EED
fa,target − 1

)√
2N +N

]
σ2
w (9)

where N is the number of signal samples from a sensing slot.
It is very important to remark that, even if 3EED was

defined in the context of a PU activity with a B/T duty
cycle, the value of λ given by (8) does not depend on the
activity model’s parameters, i.e., B and T . Therefore, in case
of an almost “idle” system, 3EED becomes independent of
the PU activity. In the next section, we will show that this
independency is reached for practical values of the duty cycle.

IV. PERFORMANCE ANALYSIS

In this section, we analyse the ROC plots, the offset
between the target and the experienced values for FAP, and
the computational complexity, for the studied ED algorithms.

A. Simulated versus theoretical ROC analysis

In this subsection, the ROC plots (represented as CDP
versus FAP) for the 3EED algorithm will be compared with
the corresponding plots of some reference ED algorithms.

In [3], the authors estimated the performance of IED con-
sidering that the receiver may found M “busy” sensing slots
out of a window of L slots. IED averages the energy values
from L preceding sensing slots to improve the decision in the
current sensing slot. Also, the work in [3] does not consider
a PU activity model and therefore, the receiver parameters M
and L are not related to the transmitter parameters B and T .

In order to have a fair comparison in terms of sensing time,
we consider two modified versions of CED that make decisions
independently in three sensing slots and combine these deci-
sions using the logical “OR” and “AND” rules, respectively, as
in a cooperative scheme. We denote these modified cooperative
CED (CCED) algorithms as 3-OR-CCED and 3-AND-CCED.

This is the author's version of an article that has been published in this journal. Changes were made to this version by the publisher prior to publication.
The final version of record is available at  http://dx.doi.org/10.1109/LWC.2016.2543723

Copyright (c) 2016 IEEE. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing pubs-permissions@ieee.org.



IEEE WIRELESS COMMUNICATIONS LETTERS, VOL. 13, NO. 9, SEPTEMBER 2014 3

0 0.1 0.2 0.3 0.4 0.5 0.6
0.8

0.85

0.9

0.95

1

Pfa

P d

CED−theory

CED−simulation

3−AND−CCED−simulation

3−OR−CCED−simulation

IED−theory

IED−simulation

3EED−theory

3EED−simulation

Fig. 1. ROC curves for ED algorithms with B = 10 and T = 50.
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Fig. 2. ROC curves for ED algorithms with B = 40 and T = 50.

Also, for a fair comparison, we consider that IED computes
the average energy for L = 3 sensing events. Therefore, the
sensing time of CCED, IED, and 3EED algorithms will be of
three slots. All figures include the theoretical results obtained
for 3EED using (3) and (6). For IED, the best theoretical
ROC is considered as reference (M=L=3) [3]. Monte Carlo
simulations were run for CED, 3-OR-CCED, 3-AND-CCED,
IED, and 3EED, where CDP and FAP were estimated for
150, 000 sensing events. In all simulations, we considered a
low signal-to-noise ratio (SNR) of SNR = −9.15dB as in [3]
and that the energy is estimated for N = 1000 signal samples
in each sensing event. For 3EED, we used the ideal decision
threshold given by (9), while for IED, the threshold is selected
according to the conservative approach [3].

In Figure 1, the ROC plots of all algorithms were repre-
sented for B = 10 and T = 50. In this scenario, the PU has a
time occupancy of B/T = 1/5, which is a regular duty cycle
value in most of the licensed systems, especially in the uplink
[1]. It can be noticed that 3EED performs almost the same as
IED and better than CED. Analysing the simulated ROCs, one
can see that 3-OR-CCED performs identical to 3EED, while
3-AND-CCED performs worse than CED. This is explained by
the fact that 3-OR-CCED is almost identical to 3EED, i.e., the
PU signal is detected as present if the energy level exceeds
the threshold in any of the three consecutive sensing slots.
Also, 3-AND-CCED decides the PU signal as present only if
it detects a high energy level in all three slots.

In Figure 2, the algorithms are compared for B = 40 and
T = 50. While for CED and for the theoretical IED, varying
the values of B has no impact on the performance, the other
algorithms are affected by this change. When B increases,
it is noticed a decrease of the detection performances for
3-OR-CCED, IED, and 3EED, and a performance increase
for 3-AND-CCED. Hence, when increasing the value of B,
we notice that the ROC curve for IED moves downwards,
as compared to the theoretical one. This difference is de-
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Fig. 3. ROC curves for ED algorithms with B = 400 and T = 500.

termined by the fact that the IED decision threshold is set
similarly to CED (the conservative approach), for a specific
target FAP value [3]. This performance depreciation was not
noticed in [3], because in all ROC plots, the considered FAP
value was the target value, not the experienced (estimated)
value. This FAP offset will be analysed in subsection IV-B.
Regarding 3EED, its maximum performance is obtained for
T ≫ B ≥ 3. Nevertheless, for T − B ∼ 3, the performance
of 3EED decreases considerably as compared to IED. This
depreciation is caused by the fact that all assumptions made
in Section III (including setting the threshold in (9)) considered
that T −B → ∞. Apparently, this represents a disadvantage,
but this scenario (B ↗ T ) is not suitable for CR systems, as
the available time slots for SU are fewer. Also, the difference
between the theoretical and experimental results is smaller for
3EED when compared to IED, confirming the assumptions
made in Section III. In conclusion, 3EED performs the same
as IED for T−B ≫ 3 and shows a smaller difference between
theoretical and experimental results. For the CCED algorithms,
we notice in Figures 1 and 2 that 3-OR-CCED performs
almost the same as 3EED, for any value of B, while the
performance of 3-AND-CCED is improved when B increases.
The performance improvement for 3-AND-CCED is explained
by the fact that for large values of B, there are more groups
of three consecutive slots where the PU signal is present.

Similar results are depicted in Figure 3 for B = 400 and
T = 500. Comparing Figures 2 and 3, one can notice that
when the values of B and T increase by the same factor,
the performance of 3EED is improved as compared to IED.
Nevertheless, the performances of all algorithms (excepting
CED) are improved. This performance increase for 3EED
is explained by the fact that any increase in the number of
sensing events (for the same B/T value) will allow a more
accurate detection of the transitions from “idle” to “busy”
and vice versa. Hence, if the condition T − B ≫ 3 is met,
the ROC performance can be increased even for a high duty
cycle, but this solution is computationally expensive, because
it requires a higher number of sensing events per time unit. For
T = 500, the IED performance is also improved as compared
to T = 50. In fact, the theoretical ROC limit (the same in
Figures 1-3, with M=L=3) is exceeded by the simulation
results in Figure 3. This performance increase can be explained
by the fact that IED is also dependent on the PU duty cycle
and this needs further investigation. Also, excepting CED, all
algorithms perform almost the same.
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Fig. 4. FAP offset for ED algorithms (B = 10, T = 50).

B. Offset analysis for target FAP and CDP

As mentioned in subsection IV-A, the FAP values deter-
mined for each algorithm show an offset when compared to
the corresponding target FAP value of CED. Actually, both
IED and 3EED algorithms combine CED detections from
different slots. For example, according to equation (24) in [3],
a target FAP is selected for IED, but the experienced FAP
is always larger than the target value, when a conservative
approach is considered. Hence, this estimation introduces an
offset between the target and the experienced performances.
On the other hand, for 3EED we developed an exact expression
of the decision threshold, given by (9). In order to study the
accuracy of the FAP estimation, we propose a different graphi-
cal representation. In Figure 4, the experienced FAP values are
represented as a function of the target FAP values selected for
CED. Obviously, representing the estimated FAP as a function
of the target FAP for CED introduces the identity function in
this graph. It is important to note that the FAP plot for 3EED
is the closest one to the identity function. The estimated FAP
values for IED are larger than for 3EED, corresponding to the
same target FAP values of CED. Moreover, the simulation
FAP values are smaller than the theoretical ones for IED.
Regarding the CCED algorithms, even larger offsets between
the estimated FAP and the corresponding target FAP values
were noticed. Even if the results presented in Figure 4 are
estimated for the particular values of B = 10 and T = 50,
we obtained similar plots for different values of B and T .
In conclusion, even if the ROC plots from Figures 1-3 show
similar performances for IED, 3-OR-CCED, and 3EED, the
latter presents a smaller FAP offset. Therefore, for the other
algorithms, excepting 3EED, it is more difficult to impose a
specific ROC point as a practical operating regime.

C. Computational complexity analysis

In Table I, the complexity of the considered ED algorithms
is compared by estimating the number of required elementary
math and logical operations, such as: multiplications (’×’),
additions (’+’), divisions (’÷’), and comparisons (’≷’). Also,
the memory locations necessary to save Ei or qi values (other
than the current; noted as ’Mem.’) and the delay (in number of
sensing slots; noted as ’D.’) are evaluated. For all algorithms,
N is the number of signal samples from one sensing slot.
All algorithms have an increased complexity as compared to
CED. For example, IED needs more L − 1 additions and 1
division to estimate the average energy, 2 more comparisons,
and occupies L − 1 memory locations to save previous Ei

TABLE I
COMPUTATIONAL COMPLEXITY ANALYSIS FOR ED ALGORITHMS

Alg. × + ÷ AND OR ≷ Mem. D.
CED N N − 1 0 0 0 1 0 1
IED N N + L− 2 1 0 0 3 L− 1 1
3EED N N − 1 0 0 0 3 2 2
3AND N N − 1 0 2 0 1 2 1
3OR N N − 1 0 0 2 1 2 1

values. Also, 3EED needs 2 more comparisons, occupies 2
memory locations to save the Ei values, and introduces an
additional delay of maximum 1 slot. For IED and 3EED, the
complexity is calculated for the worst-case scenario, when all
three decisions are required. Finally, each CCED algorithm
uses 2 more 2-input logical operations (“AND” and “OR”)
and occupies 2 memory locations to save previous qi values.
We can notice that the complexity of IED is higher than
3EED’s. In previous subsections, for the sake of comparison
fairness, but also, for a good compromise between complexity
and performance (according to [3], for L > 3 there is no
significant IED performance improvement), the value of L
is fixed to 3. In this case, IED needs a supplement of 2
additions and 1 division, and it does not need additional
memory, as compared to 3EED. However, 3EED introduces an
additional delay of maximum 1 slot, which represents its only
disadvantage. Despite these complexity differences, the total
operating time is approximately the same for all algorithms
due to the high-speed hardware used in all current applications.

V. CONCLUSION

In this work, we introduced a new ED algorithm, named
3EED, and compared its performance and complexity with
other ED algorithms. 3EED offers a good detection perfor-
mance, a low complexity and the smallest FAP offset. As
future research goals, we aim to extend the analysis of 3EED
for more complex PU activity models and channel types, to
quantify its robustness with respect to PU’s activity variation,
and to test its performance in real CR systems.
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